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Self-adaptive systems are required to adapt its behaviour in the face of
changes in their environment and goals. Such a requirement is typically achieved
by developing a system as a closed-loop system following a Monitor-Analyse-
Plan-Act (MAPE) scheme. MAPE loops are a mechanism that allows systems
to monitor their state and produce changes aiming to guarantee that the goals
are met. In practice it is often the case that to achieve their desired goals,
self-adaptive systems must combine a number of MAPE loops with different
responsibilities and at different abstraction levels.

Higher-level goals require decision-level mechanisms to produce a plan in
terms of the high-level system actions to be performed. Various mechanisms
have been proposed and developed for automatically generating decision-level
plans (e.g., event-based controller synthesis), providing guarantees about the
satisfaction of hard goals (e.g., providing a certain level of service), and sup-
porting improvements in soft goals (e.g., doing this in an efficient or cost-effective
manner). These decisions are often made at a time scale of seconds to minutes.

Lower-level goals, on the other hand, typically require control mechanisms
that sense the state of the system and environment and react at a fine time
granularity of milliseconds. Solutions to this problem are typically based on
classical control theory techniques such as discrete-time control.

A successful adaptive system, then, must find ways to integrate these multi-
ple levels of control, leading to an important question of how best to do that, and
what concepts. Additionally, concepts from classical control theory (typically
applied at low levels of control) can also be useful in understanding higher-level
control.

Recently the software engineering community has begun to study the appli-
cation of control theory and the formal guarantees it provides in the context of
software engineering. For example, the 2014 Dagstuhl Seminar “Control The-
ory meets Software Engineering”, is an example of such recent interest. That
seminar discussed a variety of possible applications of control theory to software
engineering problems.

Also, and perhaps more relevant, is the first CASaS Shonan seminar held
in 2016. The seminar focused on formal guarantees that can be provided in
self-adaptive systems via the use of control theory (e.g., event-based controller
synthesis and discrete-time control). The seminar was a success in many re-
spects. It had over 30 attendees from more than 10 countries. The seminar was
an active gathering of outstanding researchers in both control theory and soft-
ware engineering, and provided a forum in which discussions on the connections
between control theory and software engineering for self-adaptive systems could
be held. Most of the attendees expressed their intention to continue studying
and discussing the relation between control theory and software engineering,
which was highlighted as key to address with the requirements of self-adaptive
systems.

As in the first edition we expected to involve a group of active researchers in
key areas such as Self-Adaptive Systems, Control theory, Game theory, Software
Engineering, and Requirements Engineering, creating an ideal environment to
discuss current and future applications and possibilities of control theory as a
mechanism to provide formal guarantees for self-adaptive systems (e.g., con-
vergence, safety, stability). Encouraged by the success of the first CASaS, we
expected to have a number of participants from a wide variety of research areas
to further explore the benefits of incorporating the application capabilities and



formal framework provided by control theory to self-adaptive systems.

Among the research questions that we expected to discuss are: How to
coordinate multiple levels of adaptive control? What kinds of properties from
classical control theory can be applied at higher levels to guarantee certain
properties? To what extent does the domain and contest of use influence the
design of a control regime for adaptation? In what ways can Al techniques of
planning and machine learning be applied to adaptive systems? How can one
deal with uncertainty in a systematic fashion? How can control theory inform
our decisions about ways to incorporate humans into self-adaptive systems?

We envisaged the 5-day meeting to be organised in two main parts. During
the first day, participants presented their background and what they are inter-
ested in, and there were three lectures about continuous control, discrete-event
control, and hybrid approach were given. Then, for the remaining four days, we
identified and discussed the most relevant topics selected by the participants in
working groups. In the end, we decided to discuss about two topics: “coopera-
tion and coordination” and “properties”. The first topic is concerned with ways
to incorporate components with ‘’classical” control implementation into larger
systems, which will typically be a mixture of discrete and continuous control,
and may need to adapt at an architectural level at run time in response to en-
vironmental conditions. The second topic is concerned with ways to formalize
properties that are used in control theory in terms that would be useful for
systems that reason in terms of discrete control. We divided into two groups,
discussed the topics, and created draft reports about the discussion. These re-
ports were further edited and improved, and now constitute the main body of
this report.
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Group 1

Composition

Composition and Cooperation of Multiple Control Strate-
gies: Automating Control Switch with High-Level Guaran-
tees

Martina Maggio, Nir Piterman, Joel Greenyer, Alberto Leva, Alan Colman,
Amel Bennaceur, Paul Harvey, Lukas Esterle, Patrizio Pelliccione, Romina
Spalazzese, Nicolas D’Ippolito, David Garlan

1.1 Introduction

By being able to adapt to our environments, humans have been able to not just
survive, but to thrive. It is time for software to be able to do the same. As
computations find themselves operating in the real world, it is now necessary
for them to be able to interpret the world around them, reacting and adapting
as necessary. By doing so, such systems become more versatile and useful.
The ability for these systems to do this autonomously is required to achieve
scalability.

The control of systems and their reactions to their environments is well
studied in control theory. Rather than going back to first principles, the use of
control theory is perfectly placed to aid and complement the future directions
of such self adaptive systems research.

The Controlled Adaptation of Self Adaptive Systems (CASaS) Shonan meet-
ing has provided the time to enable researchers from the Software Engineering
(SE) and Control Engineering (CE) communities to determine future research
challenges and opportunities in the area of CASaS. Some of these challenges
are introduced in this document, with a particular focus on the appropriate
organisation of control in adaptive systems.

To more fully explore the fruitfulness of these research challenges, one par-
ticular topic — Guarantees and Assumptions of the Combination of Multiple
Controllers —has been expanded upon. In particular the group focused on devel-
oping an approach whereby a model-driven discrete controller could guarantee
high-level objectives by switching between a number of continuous controllers
that control the plant in various operating regions. By working together, the SE



and CE members of the group were able to better understand the issues faced
by the respective researchers, both in isolation and with respect to the problem
at hand.

The initial part of the meeting discussed the broad challenges involved in
integrating research from the SE and CE communities. These topics include ab-
stracting controllers and controlled components so they are readily composable,
distributed control, ad hoc control synthesis, handling disruptive and emergent
behaviour, and how discrete control techniques from SE can be combined with
the continuous control techniques common in CE. The identified problems and
challenges are outlined in the last section of this report.

Within this broader set of research challenges, we then focused on one aspect
of combining multiple control strategies, namely how discrete control can be
used to select and switch between multiple continuous controllers that have
been developed to handle both varying operating conditions and varying control
objectives.

1.2 Switching Between Controllers at Runtime

Among all the challenges that we have identified, we discussed one specific
problem, which is the switch between different controllers at runtime. This con-
strained our discussion to a general subset of the systems and of the challenges
that we may face when multiple systems have to cooperate. In this section, we
motivate the need for control switching at runtime.

The need to switch controller during runtime may arise due to changes in
operation conditions or due to a change in the goals that the controller is not
aware of. For example, an increase in wind speed for a drone or start of rain
for a car. Such occurrences may change the operation conditions and force a
switch to a controller that provide different guarantees or operates in a different
manner. A drone may be scanning an area in fast flight and may be required
to switch to a more stable controller in order to investigate something that the
drone detected. As another example, a robot may need to change from visual
navigation to tracking (a wall, for example) due to a decrease in power.

Moreover, we would also like to avoid continually tuning controllers and
readjusting them to match the specific operational conditions. From this stand-
point, two different simple controllers that implement the same control logic
with two different sets of parameters (for example the gains of a Proportional,
Integral and Derivative controller [1]) can be seen as two completely different
controllers that the high-level logic may want to switch between. One of these
two controllers may be more aggressive in responding to the current error (higher
proportional gain), while the other is more conservative (lower gain). Two con-
trollers can have the same code, with different parameters, and for the sake of
the analysis, these can be seen as two completely different entities.

Another limitation of simple controllers is that they assume a linear response
of the system across its operating region. However, many systems, particularly
software systems, exhibit significant non-linear behaviour making them difficult
to control using standard continuous-control techniques. For example, a Web
Service that is being controlled for response time might automatically change the
plant (scale out with extra VMs) in response to demand. One approach to han-
dling this problem is to segment the operating region into a number of smaller



domains, each of which can better approximate linear behaviour and have its
own controller. This, however, then raises the problem how to implement a
higher-level control that switches between these controllers while maintaining
desirable stable system-level behaviour.

Instead of having a single controller at hand, our proposed system has a
comprehensive set of controllers at hand. While this allows for dealing with
various situations and non-linearities, it also gives rise to the question on how
to switch between these different controllers at runtime. Switching controllers
requires a clear description of the capabilities, assumptions, and guarantees of
the individual controller. Analysing this information allows us to identify areas
of operation, defining the validity of each individual controller given the plant’s
current state. Furthermore, this enables us to pinpoint those states that enable
transition between different controllers, and hence, define a high level discrete
state machine for transition. Having such a capability allows the system not
only to cope with different, potentially unforeseen, situations but also to reflect
on its own performance and therefore determine the most efficient controller
during runtime.

In order to achieve this, we first require an extensive set of controllers able
to handle a wide variety of situations. Each individual controller must be de-
scribed in a comprehensive fashion allowing for identification of the operation
regions. In addition, the description has to include assumptions and guarantees
such as potential overshoot, settling, and dwell times. Having this information
allows us to determine overlapping areas in the regions of operation, i.e. sit-
uations or states where multiple controllers will provide valid control output,
yielding expected behaviour of the system for a given input. From here, we
can define transition strategies, that is represented as state machine describ-
ing which controller is used in what situation and what triggers the transition
to another controller. Optimally, this is achieved through automatic analysis
of the description and the respective regions of operations and overlap. The
result is a system operating with an initial controller able to handle simple on-
line variations. Introducing high level switching strategies enables the ability to
change controllers in case the situation changes and makes the current controller
inappropriate.

1.3 Background

1.3.1 Principles of designing physical controllers

There are different techniques that can be used to design a controller (in control
engineering terms: to do control synthesis). These techniques differ in the
amount of information required to set up the control strategy, in the design
process itself, and in the guarantees that they can offer.

The technique that requires the least amount of information is called syn-
thetic design. Synthetic design consists in taking pre-designed control blocks
and combining them together. It often relies on the experience of the control
specialist, who look at experiments performed on the system to be controlled
and then decide upon which blocks are necessary. For example, when the output
signal is very noisy, a block to be added could be a filter to reduce the noise
and captures the original signal. Synthetic design usually starts with a basic



control block and adds more to the system as more experiments are performed.
Although the information required to set up the control strategy is very low,
the expertise necessary to effectively design and tune such systems is high, and
both controller design experience and domain-specific knowledge are required.
Despite not requiring much information, the formal guarantees that this tech-
nique offers are limited [2]. This is due to the empirical nature of the controller’s
design, where trial and error is applied and elements are added and removed.
The main obstacle to formal guarantees is the interaction between the added
elements, which is hard to predict a priori.

The technique that requires the most amount of information is often re-
ferred to as analytical design, and it is based on the solution of an analytical
problem [3]. The amount of necessary information greatly increases, since a
model of the controlled entity is required. Given on the equation-based model,
the controller synthesis selects a suitable equation to link the output variables
to the control variables. Depending on which analytical problem is used (the
optimisation of some quantities, the tracking of a setpoint, the rejection of “dis-
turbances”), different guarantees are enforced with respect to the controlled
system.

In the following, we will use the term “disturbance”. A disturbance is some-
thing that affect the behaviour of the system under control during the normal
operation. For example, suppose we have a drone that is using a control system
that is trying to make the drone fly keeping a precise altitude setpoint. The
engine’s throttle of the motors of the drone determines the height and during
the operation the controller is capable of determining a specific value for the
throttle that ensures that the drone flies at the prescribed altitude. In this sce-
nario, an example of a disturbance is a gust of wind. The disturbance affects the
behaviour of the drone and - ultimately - its altitude. The amount of throttle
that must be applied then changes, to reflect the effect of the wind. Depend-
ing on the wind direction, the necessary force to be applied to compensate for
the wind effect could be different. Controllers can be designed with the aim of
rejecting disturbances.

1.3.2 Principles of synthesising software/discrete controllers

Synthesis of discrete event systems is a form of planning that supports decision
making in a situated dynamic settings in which programming becomes a difficult
or expensive endeavour. The problem of automatically synthesising event-based
controllers from environment models and qualitative goal specifications has been
widely studied [4, 5, 6]. Given a model of the environment’s behaviour (E), a
set of system goals (G) and a set of controllable actions (A¢), the controller syn-
thesis problem is to automatically generate a controller (C) that only restricts
controllable actions and its parallel execution with the environment (E||C) is
guaranteed to satisfy the goals (E||C = G).

Typical approaches use a combination of automata-based and temporal log-
ics for specifying an environment and system goals.

In this work we use labelled transition Kripke structures to describe the
behaviour of the environment and the system. Transitions are labelled with
names of actions, some of which the system can monitor or control. States have
associated propositions which also may be monitored by the system.



Labelled Transition Kripke Structure. A labelled transition Kripke struc-
ture (LTKS) is E = (S, A, P, A, v : S — 2P Sy), where S is a finite set of states,
A = AcWA) is the communicating alphabet which we assume is partitioned into
controlled and monitored actions, P is a set of propositions, A C (S x A x S) is
a transition relation, v : § — 2% is a valuation function for states, and Sy C S
is the set of initial states. A trace of F is m = sg, g, s1,%1, -, where sg is an
initial state of E and, for every i > 0, we have (s;, £;, s;+1) € A. We denote the
set of infinite traces of E by tr(E).

The synthesis problem requires a notion of concurrent execution of the con-
troller with the environment, to model such interactions we use the concept of
parallel composition.

Parallel Composition. Let M = (Sar, Anr, Pary Anr, var, S, ) and E = (Sg,
AE, PE,AE, VE, SED) be LTKSs with A]W = AJ\Cd @A% and AE = Ag U Af/[
Parallel composition || is a symmetric operator such that E||M is the LTKS
EHM = (S, AgUAy, PyWPE, A, SQ), where S = {(Se, Sm) S SEXS]W"U(Sm)ﬂ
Pr = v(se) N Par}, So = {(Se;8m) € S|Sse € Sgy A s € Say s v((Se, Sm)) =
v (8m) Uvg(se), and A is the smallest relation that satisfies the rules below,
where £ € A U A

E=(E’
E|[M=(E"|M

M=>eM’
t€Ap\An ETM=(E[M’
E=(E’' ,M=¢M’

E[M=tE7jeM” L€ ArNAm

Le Ay\AE

We restrict attention to states in S that are reachable from Sy using transi-
tions in A.

Discrete event controllers should guarantee the satisfaction of the desired
system goals by only restricting controllable behaviour, formally we ground this
intuition with the notion of legality, inspired in that of Interface Automata.

Legal LTKS. Given E = (SE7AE»AEaSE0)7 M= (S]\/[7 AM,AM,SMO) LTKSS,
and Ap, C Ag. We say that M is a Legal LTKS for E with respect to Ag, , if
for all (SE,SM) € EHM the following holds: AEHM((SE,SM))QAEu = AE(SE)ﬂ
Ag,

Intuitively, an LTKS M is Legal for and LTS E with respect to an alphabet
Ag,, if for all states in the composition (sg,sy) € Sgjar hold that, an action
¢ € Ag, is disabled in (sg, spr) if and only if it is also disabled in sg € E. In
other words, M does not restrict £ with respect to Ag,.

We formally specify the controller goals using a variation of Linear Temporal
Logics [7] called Fluent Linear Temporal Logics [8].

Linear temporal logics (LTL) are widely used to describe behaviour require-
ments [8, 9, 10, 11]. The motivation for choosing an LTL of fluents is that it
provides a uniform framework for specifying state-based temporal properties in
event-based models [8]. Fluent Linear Temporal Logic (FLTL) [8] is a linear-
time temporal logic for reasoning about fluents. A fluent Fl is defined by a pair
of sets and a Boolean value: Fl= (I, Ty, Initg;), where Iy C Act is the set of
initiating actions, T C Act is the set of terminating actions and I'm N T = .
A fluent may be initially true or false as indicated by Initm. FEvery action
¢ € Act induces a fluent, namely ¢ = (¢, Act \ {¢}, false). Finally, the alphabet
of a fluent is the union of its terminating and initiating actions.



Let F be the set of all possible fluents over Act. An FLTL formula is de-
fined inductively using the standard Boolean connectives and temporal opera-
tors X (next), U (strong until) as follows:

pu=Fll-p| VY| Xe| Uy,

where Fl € F. As usual we introduce A, F' (eventually), and G (always) as
syntactic sugar. Let II be the set of infinite traces over Act. The trace m =
Lo, Ly, ... satisfies a fluent FI at position ¢, denoted 7,i = Fl, if and only if one
of the following conditions holds:

. InitFl/\(VjEN~0§j§i—>Zj¢Tpl>
e jeN-J<iNnljelpm)NVEkeEN - j<k<i =l ¢Tr)

Given an infinite trace 7, the satisfaction of a formula ¢ at position ¢, denoted
7,4 = ¢, is defined as shown in Figure 1.1. We say that ¢ holds in 7, denoted
mE g, if 7,0 = ¢. A formula ¢ € FLTL holds in an LTS E (denoted E = ¢)
if it holds on every infinite trace produced by F.

m,i | Fl 2 70l Fl

i ':_‘QO £ _'(ﬂ-’i ':90)

miEeVY £ (miEe)V(riEY)

miEXe = mlEe

TilEeUyY & Fj>i-mjEvAVi<k<ji-mkEe

Figure 1.1: Semantics for the satisfaction operator

1.4 The Framework

In this section we propose a framework that enables switching between an ar-
bitrary number of continuous controllers - as distinct from the composition of
discrete controllers. Our goal is to solve a control problem that is composed
of both continuous control aspects and discrete control objectives. The plant
(i.e., the set of objects that have to be controlled) can operate by selecting one
controller at a time from a pool of multiple controllers to deal with the continu-
ous goals. These controllers are designed to modify the behaviour of the plant,
while achieving slightly different objectives, e.g., minimisation of consumed en-
ergy, maximisation of accuracy, minimisation of time to traverse two points in
space.

The motivation for the presence of multiple controllers comes from either
changing goals (e.g. from maximising travel speed to minimising battery con-
sumption) or changing operating conditions, possibly because of a disruptive
event. The assumption that we make in our discussion is that there is some
high level goal that the individual control strategies are not aware of and can-
not be guaranteed by any single control strategy over the operational space.
For example, there might be a controller that maximises travel speed with wet
asphalt, and another controller that maximises travel speed with dry asphalt.
None of the two controllers alone can optimise the speed of the vehicle in all

10



U1
C1
C2
r ] U v
— BM—— Switch Plant
Cn.—1
Cn.

Figure 1.2: The Continuous Control Architecture.

the operating conditions, but the composition of the two controllers can achieve
the high level goal of optimising travel speed in all the operational space, with
additional knowledge.

As system designers, we want the plant to expose some guarantees on its
behaviour, some of which are control-oriented and some of which are related to
the discrete objectives. We denote the set of guarantees that the system has to
expose at the global level by G,.

1.4.1 Continuous Control Design

Control Engineers provide a set C = {c1, ¢a,. .., ¢y, } of n. controllers, that uses
measurements from the plant y, and the reference value (setpoint) 7, to produce
the control signal u. Figure 1.2 shows the continuous control architecture of the
framework, the grey box representing the set of controllers C. Notice that the
output of the plant, ¥/, is a vector and is distributed to the active controller. The
active controller may use only some elements of the vector and neglect others,
depending on its design. Similarly, the input of the plant — the control signal
that the active controller produces, © — is also a vector. Some controllers may
not prescribe elements of this vector, that are then kept constant during the
execution.

A controller ¢; is a tuple ¢; = {X;, A;,G;}, where X; is the controller code,
A; is a set of assumptions that should be verified for the controller to run
properly and G; is a set of guarantees. Guarantees G; are encoded as control
properties, e.g., stability, settling time, overshoot [12] and in terms of design
concerns, e.g., minimising operational time, minimising energy. The assump-
tions A; of controller ¢ are provided as the region of the operational space in
which the guarantees G; are valid, i.e. the parameters of the system (states and
disturbances) that the controller is designed for.

To give a simplified example, assume that the state of the plant to be con-
trolled is the height of a drone, denoted by x and the only disturbance that acts
on the plant is the amount of wind, denoted by §. A controller ¢; may be de-
signed to fly fast at high altitude (optimise speed), but not be resistant to high
wind. The operational region of the controller is A; = {0 < dmax,1, T > Tmin,1},

11
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Figure 1.3: Tllustration of assumption (operational region) for controllers.

where 0max1 1S a given threshold for the wind and zpn 1 is the threshold for
the height. Figure 1.3a shows such an assumption region when dpyax 1 = 70 and
Lmin,1 = 40.

At the same time, the controller ¢y is a slow flying controller, that is resilient
to high winds, co is designed to take off and should be used only when the drone’s
height is less than a prescribed threshold, As = {# < Zmax,2}. In our example,
ZTmax,2 = 00. Figure 1.3b shows the operating regions of both the controllers
and displays the overlap between the two.

The operational space S of the controlled system is defined as the union

S = UCiGCA’i

and contains all the possible system operating points for which there exist con-
trol solutions. The problem then becomes: given the specification of the set of
controllers C, how to synthesise a high-level controller to achieve the objectives
in the set of guarantees G, that the system is desired to have, both in terms
of continuous control guarantees and of high level objectives? Figuratively, this
means how to design the logic behind the Switch component in Figure 1.2, that
selects the active controller at runtime!?

If the control regions A; are all disjoint, the problem of designing the high-
level controller has a trivial solution. At every point in time, the high level
controller should select the single controller ¢; for which the current operation
point belongs to the region .4;, this being a unique solution. While this simplifies
answers to questions like which controller to select in a given situation, it gives
rise to the question how to prepare and perform smooth transitions between
different controllers. That is, how to prepare different controllers before they are
required to actively control the system? Provided that an initialization function
is included in the code &; of every controller, the transition between different
controllers requires calling the initialization function and then the control code
at every step. We assume the necessary work to activate a controller can be
modelled as a small activation delay and, for now, we focus on the assumption
that different controllers overlap in their operational space to make the setting

INotice that the logic, here, could be much more complex, including for example the
generation of additional controllers and the corresponding assumptions and guarantees at
runtime.

12
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Figure 1.4: The Framework Architecture.

more realistic and the problem interesting. This means further assuming that
3,5, # jst. AANA #O

i.e., that at least the operational regions of two controllers overlap. Figure 1.4
illustrates the system with the high-level controller that selects between con-
trollers. The grey circle represents the discrete event logic that is the subject of
Section 1.4.2 and determines the switching signal.

Finally, for each controller, the system should be kept in the given controller
state for a certain amount of time in order to guarantee stability (dwell time).
The controller ¢; is then complemented with the information v; that represent
the minimum amount of time to be spent executing it before being able to
perform a new switch. The controller then becomes ¢; = {X;, A;,G;,v; }.

1.4.2 Discrete Event Design

The task of the discrete control design is to support the continuous control
by supplying the logic for the dotted circle in Figure 1.4. Here we describe
how this task would be completed using model-driven development approaches
with a framework that could also support automated synthesis from higher-level
specifications. We start with an explanation regarding the state space of the
discrete controller.

Consider a list of controllers C = {cy, ..., ¢y, } as introduced in Section 1.4.1.
The controllers C define an operational space § = UC cc Ai- The different
assumptions on the different controllers {A;,..., A, } induce a partition of S
to operational regions based on the controllers that are applicable in a region.
That is, for every subset I C C the operational region ﬂcie 1 Ay is the region
where all the controllers in I are applicable. Clearly, for some subsets I C C
we have that ﬂci crAi = (0. In such a case, it is impossible to be in a situation
where the set of controllers I are all applicable simultaneously.

For effective discrete control, the notion of which controllers are applicable,
i.e., those that are currently possible to apply, is a feature of which the higher-
level controller needs to be aware. Thus, part of the state of the controller

13



will have to relate to the set I of controllers that are currently applicable.
Furthermore, the discrete controller has to “know” which controller is operational
at a given time. It follows that the coarsest possible set of states that would
enable discrete design would be {(1,4) | U;c;A; # 0 and i € I}. That is, the
controller should know which controllers are applicable (the set I) and which
controller is operational (the controller ¢; for i € I). 2

The description so far does not take the action of the operational controller
into account. Indeed, while a controller is operational, it affects and changes
some of the measurable parameters relating to the “location” of the plant. It
follows that the operational regions above have to be further refined in order
to take into account the changes induced due to the operation of the active
controller and its dynamics. This refinement needs to take place at runtime and
might require the discrete controller to explore the potential region. This gives
rise to the question on how to perform such an exploration without jeopardizing
the stability of the system?

As an example, consider the case of a drone that has to take off, explore
a region (with some low resolution analysis), and when low-resolution analysis
discovers something interesting, take high-resolution images. There are available
controllers for take-off and landing, for sweeping flight, and for stable flight,
which enables high resolution photography. We are ignoring in this example the
actual trajectories for sweeping and for the low-resolution analysis. Both flight
controllers require a certain height in order to be operational. It follows that
when on the ground only the take-off controller is suitable. When applying this
controller, the drone increases in height and enters the operational regions for
the two flight controllers. From the point of view of the discrete controller, this
change is the result of applying the controller but not a change that it applies
directly out of its own volition. It may be more appropriate to consider this kind
of change as an uncontrollable event that the controller has to be aware of but
cannot actively force. On the other hand, once reaching photography altitude,
both flight controllers are enabled. It follows that the discrete controller has to
take an active decision to switch from the take-off controller to one of the flight
controllers. Then, having identified an object that requires further analysis, the
discrete controller has to initiate a change of flight controller. In this case, the
operational region remained the same, both flight controllers are applicable and
the choice which one to actually employ is related to additional information (that
is the result of the low-resolution scan). A similar process occurs for landing.
There is a high level decision that exploration has ended and an initiation of the
landing controller. This happens in an operational region that allows all three
controllers (i.e. sweeping flight, stable flight, and landing) to operate. Once the
drone lowers down below operational height of the flight controllers there is a
perceived (uncontrollable) change of operational region as the flight controllers
are no longer applicable.

The refinement of the state space of the discrete controller may depend on
the general goal (see below) or on the actual approach to the construction of
the discrete controller. For example, when considering the possible changes
of state of the discrete-controller, it may be the case that the coarse analysis
of the state as done above would not be sufficient. For example, consider an

2We store the currently operational controller in the state space of the discrete controller.
However, other options are possible, e.g., by considering events that "initialize" controllers
and implicitly taking the last controller to have been initialized.
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Figure 1.5: Different operational regions for various available controller.

operational region A4 that borders more than multiple other operational region,
namely, As, A3, and Ay. It may be important to distinguish parts of A; where
operation of controller ¢ may lead to transfer to both neighbours (i.e. Ay and
As as illustrated in Figure 1.5) vs parts of A; where operation of ¢ may lead
to only one of the neighbours (i.e. A4). Such distinction would allow to finer
choices over which controllers to apply. Indeed, it could be the case that by
switching which controller to apply within a region where multiple controllers
are possible would enable the discrete controller to drive such a choice. Going
back to our drone example, the discrete controller should “know” a priori that
applying the take-off controller would eventually lead to a situation where either
of the two flight controllers is possible to apply.

When considering the features from which the high-level description of the
behavior of the plant can be designed we again must consider the operational
regions of the controllers. We can treat these operational regions as propositions
relating to world state and follow the change of these propositions over time.
This goes in both directions. Going top-down, a behavior that is defined by a
sequence of truth values of propositions can be extended to possible continuous
evolutions of the entire plant. The global correctness of the plant can be deduced
from the completion of the discrete trajectories that are possible in the discrete
controller with the guarantees over continuous behavior that is provided by the
individual controllers applied. Going bottom-up, a continuous behavior can be
broken down to the different operational regions that the plant passes through
and defines a sequence of propositional values, which can be reasoned about in
high level.

1.5 Challenges and future work

Having now discussed the challenge of runtime controller orchestration and high-
level design, this section discusses in greater detail the other challenges which
were referenced in the introduction. Additionally, this section outlines the pos-
sible future directions which may be taken, based on the ideas presented.
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1.5.1 Grand challenges integrating SE and CE

Beyond the proposed techniques for switching control, many challenges remain
to bridge the gap between (i) the world of Software Engineering,where change-
able components/services/behaviors are modularised for reuse and then com-
posed/coordinated, potentially at runtime, to create larger systems, and (ii)
the world of Control Engineering where the behaviour of relatively unchanging
physical plant can be modelled as black boxes and rigorous analytical control
methods applied.

Abstracting Basic Building Blocks. The design of complex systems can be
broken down into the design of their basic components. An interesting research
direction is the definition of models to abstract the behaviour of control com-
ponents. This item includes topics such as how to design interfaces between
control systems that should belong to a hierarchy, and where the interaction
between different components should be designed and engineered. For exam-
ple, the international standard IEC61499 defines a generic model for a control
system function block, which includes data, events, input, and output sources.
To properly design the coordination of multiple control components, this speci-
fication is lacking some fundamental knowledge, like the assumptions that need
guaranteeing for the controller to work properly and the specification of formal
guarantees that the controller is capable of providing in case these assumptions
are met. Also, the standard does not include runtime reconfiguration. Is it
possible to add it? And what if the plant is another piece of software?
Distributed Controllers and Emergent Behaviour. From the design of
distributed controllers to the emergence of coordinated behaviour - and - from
the desire of a global behaviour to the synthesis of distributed controllers: as-
suming that a given number of controllers have been synthesised and each of
these controllers has a goal and has been verified to fulfil its goal, the inter-
ference between different control strategies can still be disruptive. While the
benefits of heterogeneous strategies has been shown [13], a remaining research
challenges in this case is what can be guaranteed on the behaviour of the “ensem-
ble" of controllers once they are run in a distributed fashion. In a dual manner,
it is interesting to understand how to synthesise and/or select and compose at
runtime different distributed control loops to achieve a global behaviour, and
how to distribute the workload to each of the single controllers. Note that this
applies to both the case of configuration and reconfiguration at runtime due to
some unforeseen change.

Control of composite systems. Above we make the point that controllers
may need to be both componentized and distributed. When a number of con-
trolled SAS systems (as opposed to multiple controllers of a single pre-defined
plant) are composed or collaborate, it may also be desirable that the resultant
composite entity be also encapsulated as a component. As such its interface
would not only express its higher-level function and behaviour but would also
expose its aggregated assumptions and control guarantees. For example, a num-
ber of heterogeneous drones may form a ’squadron’ which can exhibit emergent
behaviour beyond the capability of any single drone and for which we want to
define high-level goals, guarantees and supervisory interfaces. In such a case,
we need to synthesize not only the capabilities of the individual drones but also
synthesize their control interfaces. Theories and techniques for such synthesis
need to be developed.

16



Design methodologies. Practical design methodologies need to be developed
that integrate SE and CE with their respective formal guarantees. For example,
from a practical standpoint, controllers are usually designed following a waterfall
approach: requirements are identified, control synthesis is carried out, formal
assessment of the system’s properties is then verified. If something changes in
the specification of the desired behaviour, the design process often should be
carried out again. Can software engineering techniques help in reducing the
overhead? Also, the design process is usually carried out manually and is error
prone (notice that multiple tools and standards are available to support the
process). Can the process be automated and/or improved?

Ad-hoc control (existing control strategies learning to cooperate). A
common interface (in the form of a system designer, shared knowledge, or of
a coordinator) may not always be available. Controllers that “meet” in their
working environment should learn how to interact with each other and even-
tually integrate their behaviours towards a common goal. This might be done
in a fully autonomous way, be guided by some indication from the program-
mer at design time, or be supported by some higher level software entity. This
poses many challenges, among which include: (a) the definition of a communi-
cation protocol, (b) the definition of common knowledge, (c) the definition of
the concept of trust, (d) the definition of the concept of privacy, (e) the con-
cept of non-functional comparability, (f) the ability to deal with the transitory
nature of the “meeting”. While the controllers have to operate together in an
environment, they may want to avoid sharing sensitive information.
Disruptive changes. Usually control systems are designed having in mind
a “physically-grounded” use case, which includes boundaries for variables like
disturbances. Control theory has found solutions (e.g., robust control), to handle
certain degrees of variability at design time and be ready at runtime to react
to these variations. The variability may come from different sources (e.g., in
the case of a cruise control it may come from a sudden uphill that reduces
the car speed or from a motor fault that has a similar effect), provided that
their effect has been accounted for in the modelling phase. However, controllers
are not able to react to changes that are disruptive to the system and have
not been taken into account in the controller design phase. A challenge when
dealing with multiple cooperating controllers is to account for disruptive changes
and coordinate to handle unforeseen situations. A keyword in control theory
is lights off control (control when you can turn off the light - if something
disruptive happens, usually the entire plant is turned off by the controller by
design). For software, this “lights off control” approach may not be suitable in
all approaches, and the challenge is how to achieve this, or be able to move
the plant to a situation in which is it achievable. One example of this is a
self-driving car. In a situation where the car is faced with an unknown (and
detectable) disruption, it will move to the side of the road and stop, as opposed
to simply stopping in the middle of the street.

1.5.2 Future Challenges for Discrete Switching Control

The proposed approach to switching control based on identification of operating
regions raises a number of further challenges that need to be addressed, par-
ticularly with regard to the transition between regions/controllers. It has been
assumed that there is an overlap between operating regions to enable the smooth
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transition between controllers. In the areas where regions overlap there are at
least two controllers that are ‘good enough’ to control the plant. A number of
questions follow:

Can a ‘best’ controller be determined for such intersects, say, based on re-
spective distance from the boundaries of the plant in the operating space?
Is there a general way in which such locations of the plant within the
operating space could be modelled and calculated?

Likewise, can the trajectory of the plant through the operating space be
used to predict what controller should be selected, say, based on the ve-
locity vector?

Can controllers be used to ‘drive’ the behaviour of the plant away from
boundaries with regions that are not controlled, or into regions that better
fulfil high-level non-functional requirements of the system?

Is it necessary that operating regions overlap, or could they be contiguous
but disjoint? Can the velocity of the plant through the operating space be
used to accurately anticipate the transition point for switching control?

Is it even necessary that controlled regions be contiguous? If there are
white-box models of behaviour in an uncontrolled region it may still be
possible to transition between controlled regions via an uncontrolled space.
For example, a drone may have controllers for flying in a horizontal ori-
entation either upright or upside-down, but not in a vertical orientation
(on edge). Flipping the drone requires that it change from the upright
to upside-down controller (or vice-versa), and to be temporarily ‘uncon-
trolled’ while on edge. However, the physics of the rotational moment
is likely to be able to be well modelled, enabling transition through the
uncontrolled space. In this case the controller would deliberately force the
plant towards the current region’s boundary with an uncontrolled space.

Operating regions are not just defined by the physical operating conditions
but by the control objectives. These objectives may change, necessitating
the system be driven to transition between regions. How is such higher-
level control to be best achieved?

Switching controllers will result in a change of behaviour relative to the
control objectives. Is there a way to avoid unstable oscillating behaviour?
As argued above, one way to enable this is to specify a ‘dwell-time’ to
apply to the time after a new controller has taken effect so as to ensure
convergence to the control objective. However, control objectives may
be multi-dimensional with no one controller having a globally optimal
solution. How can switching of controllers be best controlled in such cases?

If additional continuous controllers need to be added at runtime, either
because of unanticipated environmental conditions or changing require-
ments, how can the high-level discrete controller be dynamically adapted
to incorporate this new operating region?
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The robust composition of components is a key concern of SE, with run-
time composition (or reconfiguration) being a key concern of SAS. This requires
well-defined encapsulated components/services/agents etc.. In the context of
the discussion in Section 1.5.1, if we encapsulate, as a self-controlled compo-
nent, our system consisting of a plant and control-switching mechanisms, what
management interface(s) would such a component need? As well as express-
ing its control characteristics, assumptions, and guarantees, the interface might
need to include management operations, for example, to alter set points, change
operating modes, or tune continuous control parameters. The interface should
also allow the internal discrete controller to interrogate external sensors to de-
termine its ’location’ within the operating space. Interfaces for supervisory
control or exception handling might also be needed if the component can go,
or can anticipate going, into an uncontrolled operating region. If the compo-
nent is capable of structural adaptation, interfaces would be needed for injecting
additional continuous controllers along with appropriate meta-data. More ad-
vanced interfaces might enable such self-controlled components to collaborate
with other self-controlled components to achieve higher level goals.

1.5.3 Future work

As a first step, the proposed framework for switching control needs to be eval-
uated. In principle, we would like to devise a case study that has a very small
number of tunable parameters, which are easy to relate to the dimensional-
ity /complexity of the case to generate for a particular evaluation test—examples
of such parameters can be the number of controllers, each one with its validity
region, and the overlapping of the said regions. If this is achieved, not only the
satisfaction of high-level goals, but also scalability can be evaluated.
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Group 2

Properties

Bridging the Gap between Control and Self-Adaptive Sys-
tem Properties: Identification, Characterization, and Map-
ping

Javier Camara, David Garlan, Shihong Huang, Masako Kishida, Alberto Leva,

Hiroyuki Nakagawa, Alessandro Vittorio Papadopoulos, Yasuyuki Tahara, Kenji
Tei, Thomas Vogel, and Danny Weyns

Context: Two of the main paradigms used to build adaptive software em-
ploy different types of properties to capture relevant aspects of the system’s
run-time behavior. On the one hand, control systems consider properties that
concern static aspects like stability, as well as dynamic properties that capture
the transient evolution of variables such as settling time. On the other hand,
self-adaptive systems consider mostly non-functional properties that capture
concerns such as performance, cost, and reliability.

Problem: In general, it is not easy to reconcile these two types of properties or
identify under which conditions they constitute a good fit to provide guarantees
about relevant aspects of the system at run-time. There is a need of identifying
the key properties in the areas of control and self-adaptation, as well as of
characterizing and mapping them to better understand how they relate and
possibly complement each other.

Method: (1) Identify key properties in the two areas, (2) express them rig-
orously in a common language, (3) map properties in the two areas, and (4)
analyze commonalities, differences, and potential complementarities among the
different properties. We will use a simple use case to illustrate all the steps.

Expected Results: Obtain a catalog of key properties in control and self-
adaptive systems, a set of patterns for specification of (possibly a subset of)
those properties in a temporal logic language, a mapping between properties
in both areas, and some insights into how to better combine formal guarantees
obtained from control and other approaches.
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2.1 Introduction

Two of the main paradigms used to build adaptive software employ different
types of properties to capture relevant aspects of the system’s run-time behavior.
On the one hand, control systems consider properties that concern static aspects
like stability, as well as dynamic properties that capture transient aspects such
as settling time. On the other hand, self-adaptive systems consider mostly non-
functional properties that include different concerns such as performance, cost,
and reliability.

Self-adaptive software can clearly benefit from the potential that control
theory provides in terms of enabling the analyzability of run-time system be-
havior. Being able to formally reason about the non-functional concerns of a
system (e.g., security, energy, performance) in the presence of an oftentimes
unpredictable environment can optimize operation and improve the level of as-
surances that engineers can provide about the systems they build.

However, applying control theory to software systems poses a set of chal-
lenges that do not exist in other domains [14]. One of the main challenges is
that control-based solutions demand the availability of precise mathematical
models that capture both the dynamics of the system under control, as well as
the properties that engineers want to impose and reason about. When control
is applied to physical plants, the laws that govern the system are captured by
accurate mathematical models that are well-understood, and relevant properties
like stability or performance are formally characterized by definitions that are
precise and standard in the control community [15].

While obtaining accurate models of non-functional aspects of software behav-
ior can to some extent be achieved using different methods like system identifi-
cation [16], the self-adaptive software systems community still lacks a standard
repertoire of run-time properties formally characterized in a way that makes
them amenable to formal analysis using techniques applied by software engi-
neers in self-adaptive systems (e.g., run-time verification, model checking).

Solving in software the kind of problems that control solves in other do-
mains entails understanding how control properties relate to software require-
ments, and formally characterizing such properties in a way that facilitates their
instantiation and automated analysis using standard tools.

To improve on the current situation, our goal is to develop a preliminary
catalog of key properties in control and self-adaptive systems, a set of patterns
for specification of those properties in a temporal logic language, a mapping
between properties in both areas, and some insights into how to better combine
formal guarantees obtained from control and other approaches.

In the remainder of this document, we first introduce in Section 2.2 some
background on control and self-adaptive systems, as well as about the kind
of discrete models employed to capture system behavior. Moreover, we also
include a brief overview of the temporal logic language employed to formalize
properties. Next, Section 2.3 presents an overview of RUBIS [17], a self-adaptive
web multi-tiered system that we employ as a running example to illustrate
properties. Section 2.4 presents an overview of key properties in the areas
of control and self-adaptive systems, which are later expanded in Sections 2.5
and 2.6, respectively. Finally, Section 2.7 presents a roadmap that discusses
directions for future work.

21



l
+
O Controller O Plant O

Figure 2.1: Control scheme.

2.2 Preliminaries and terminology

In this section, we first present a basic set of concepts in control systems, fol-
lowed by a general model of self-adaptive system. The remainder of the section
presents the kind of discrete abstraction employed to capture the non-functional
behavior of self-adaptive systems at run-time, as well as the formal language em-
ployed to characterize properties.

2.2.1 Control Concepts

This section is devoted to basic definitions and to the terminology used in this
document. The focus will be mainly on continuous-time systems, but simi-
lar concepts can be found for discrete-time systems. As a main reference the
interested reader is referred to the publicly available book [15].

First, consider the control scheme represented in Figure 2.1.

The two main blocks represent the Controller and the Plant respectively.
The Plant is the object that we want to control. The inputs of the plant
are represented as u(t) € R™, and in computing systems are typically referred
as control parameters, or tuning parameters. The outputs of the plant are
typically represented as y(t) € RP, and in computing systems are typically
referred as measurements.

For every output y(t) of the plant, one defines a desired behavior for it,
which in control terms is called a setpoint, and it is typically represented as
y°(t) € RP.

The difference between the desired behavior and the actual behavior of the
plant is called error, and is typically represented as e(t) € R? :

The controller is a decision-making mechanism that given the error, decides
what is the value of the control signal 4(¢) € R™ in order to make the error
converge to zero. In principle, the control signal and the plant input should be
the same, i.e., 4(t) = u(t), but in practice, there might be a load disturbance
I(t) € R™, that affects the controller decision. Therefore, it holds that

u(t) = a(t) + 1(t).

The load disturbance is one of the main disturbances that affect the performance
of control systems.
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In addition, there might be a disturbance that is acting directly on the
output of the plant, which is called output disturbance, and it is represented
as d(t) € RP. Finally, there is noise n(t) € R? that affects the measurements
that one takes of the output. These two last sources of disturbances are typically
“high-frequency” disturbances, and can be counteracted by a suitable filtering
at design time of the controller.

Table 2.1 summarizes the mentioned quantities.

Name Description

u(t) € R™ | Plant inputs

y(t) € RP | Plant output

y°(t) € RP | Setpoint

e(t) € R? | Error

u(t) € R™ | Control signal

I(t) e R™ | Load disturbance
d(t) € RP | Output disturbance
n(t) € R? | Noise

Table 2.1: Names and notation.

2.2.2 Self-Adaptive Systems

We consider the model of a self-adaptive system depicted in Figure 2.2. The
environment consists of all non-controllable elements that determine the oper-
ating conditions of the system (e.g., hardware, network, physical context, etc.).

’

Self-Adaptive Software System

[ Controller ]

Adapt Monitor
(o)
[}
Target System -g
=
Affect Monitor

Environment
Non-controllable software, hardware,
network, physical context

Figure 2.2: Self-adaptive software system.

Regarding the system itself, we distinguish two main subsystems: a tar-
get system (or managed subsystem), which interacts with the environment
by monitoring and affecting relevant variables associated with operating con-
ditions, and a controller (or managing subsystem) that manages the target
system, driving adaptation whenever it is required. Concretely, the controller
carries out its function by: (i) monitoring the target system and environment
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through probes (or sensors) that provide information about the value of rel-
evant variables, (ii) deciding whether the current state demands adaptation,
and if this is the case, and (iii) applying a sequence of control actions through
system-level effectors (or actuators).

Some of the key concerns with respect to the run-time behavior of self-
adaptive systems are related to their non-functional attributes that include per-
formance and cost, as well as attributes of dependability and resilience like
availability, and reliability. Another major dimension of concern refers safety,
that is, the absence of catastrophic consequences on the user and the environ-
ment, which can be caused by the self-adaptation [18].

2.2.3 Discrete Models

We consider the self-adaptive system as a black-box on which a set
of output variables can be monitored over time. Concretely, we model
the non-functional run-time behavior of a self-adaptive system as a transition
system that captures the evolution over time of a set of relevant variables (i.e.,
state is characterized by a collection of n real-valued random variables Y =
{¥1,---,yn}). These variables can be considered to be analogous to
the outputs y(t) in a control system. Sampling these variables in time and
space results in their quantization and time-discretization.

Let [ay, 8;] be the range of y;, with oy, 3; € R, and 7; € RT be its quantiza-
tion parameter. Then, y; takes its values in the set:

Rly, ={r:R |r=kny, k€eZ, oy <r <B;}.

Hence, given an observed value of y; at time ¢ (denoted as y;(t)), the corre-
sponding quantized value is obtained as:

quant(y;(t)) = min(argrér[lﬂikn (lys () —7])).

Y;

Variables in Y define a state-space [R"]y = [R],, x...x[R],, . Furthermore,
we assume a time discretization parameter 7 € R associated with the sampling
period established for the observation of variables, determining the transition
time.

Figure 2.3 compares an arbitrary continuous system output y(t) with its
quantized counterpart y,(t)! in the discrete timeline. y,(t) takes values only
in multiples of n,, and is represented in the figure as constant for intervals of
duration 7.2

Discrete models can be enriched with rewards and costs that help capture
quantitative aspects of system behavior (e.g., elapsed time, energy consumption,
cost) in a precise manner. These rewards can be employed as building blocks
to reason about sophisticated properties that capture quantitative aspects of
system behavior over time.

A reward structure is a pair (p,¢), where ¢ : [R"]y — R>¢ is a function
that assigns rewards to system states, and p : [R"]y x[R"]y — R>¢ is a function
assigning rewards to transitions.

IFor convenience, we write in the following yq4(t) instead of quant(y(t)).
2For illustration purposes, we represent the discretized system output with a large dis-
cretization parameter.
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Figure 2.3: Example of discrete quantized vs continuous output.

State reward ¢(s) is acquired in state s € [R™]y per time step, that is, each
time that the system spends one time step in s, the reward accrues ¢(s). In
contrast, p(s,s’) is the reward acquired every time that a transition between s
and s’ occurs.

For illustration purposes, we assume that rewards are defined as sets of
pairs (pd,r), where pd is a predicate over states [R"]y, and r € R>¢ is the
accrued reward when s € [R"]y = pd. If the pair (pd,r) corresponds to a
transition reward, the reward is accrued when a transition from a source state
s € [R"]y | pd occurs.

2.2.4 Temporal Logic

Temporal logic is used to specify properties of transition systems, and in partic-
ular to claim something about the time at which a specific property holds. The
term “time” here refers to the number of transitions that the transition system
has taken so far, e.g., “after three steps.” Note that in general, this notion of
“time” can be related to statements about a discrete notion of real time by asso-
ciating a fixed amount of time elapsed to every transition in the system (via the
time discretization parameter 7 described in Section 2.2.3).3 For example, if we
assume that 7=1ms, “after three milliseconds” would mean “after three transi-
tions.” Hence, we will see that temporal logic can be used in general to reason
about the ordering of events in a system without introducing time explicitly
(Section 2.2.4), although extensions can be employed to reason explicitly about
quantitative aspects of systems that include time or probabilities (Section 2.2.4).

30Oftentimes, the amount of (real) time that a particular transition requires to occur is
not fixed. For those cases, there are extended temporal logic languages that include clocks
to represent real-time properties (e.g., Metric Linear Temporal Logic (MLTL) is an extension
of LTL with clocks). We will not deal with such extensions in this document for the sake of
simplicity.

25



Linear Temporal Logic (LTL)

Linear Temporal Logic or LTL is used to make claims about a trace, considered
as a sequence of states produced by a state machine describing a system.

Given a set of atomic propositions AP, any ap € AP is an LTL formula.
Given two LTL formulas ¢ and v, then the following are also LTL formulas:

¢ | oAV | oVY | ¢ =Y | 9P |
Op | 06 | O¢ | ¢Uy

If we focus on the first of the two lines above, we can observe that it looks
very much like propositional logic, including all its standard logical operators,
which have exactly the same semantics here. The line in the bottom is the
part of LTL that corresponds to its temporal operators, that is, operators
that enable us to express properties about the ordering of the satisfaction of
propositions in traces.

Informally, (¢ states that ¢ will always hold in subsequent positions of the
trace, Q¢ indicates that ¢ will eventually hold in a future position, (¢ states
that ¢ holds in the next position, and ¢U indicates that 1) holds in the current
or a future position, and ¢ has to hold until that position (from that position
onwards, ¢ does not necessarily have to hold).

In the variant of LTL that we employ in this document, we require sequences
of states to be infinite, in order to simplify the interpretation of formulas.*
However, the state machines that we have presented so far can produce finite
execution sequences, since we allow states that do not have any successors. We
interpret these finite traces as infinite traces by simply repeating the last state
of the sequence. Alternatively, you can think of this as a change to the state
machine in which we add self-loops to all states that do not have a successor:

W — Wy

For example, the state machine above can produce the sequences:
1. A, A, A, ... (infinitely many A’s),
2. A, .., A B, B, ... (finitely many A’s, then infinitely many B’s).

We denote the sequence by o. Given such a sequence, we indicate that some
property P holds for the i'" state in this sequence by writing:

(0:) £ P

The first state of the sequence is state 1. As an example, consider the following
transition system with two variables x and y:

4There are variants of LTL that are interpreted over finite traces. However, they introduce
additional considerations that fall out of the scope of this document.
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Consider the property P = (z > y). The transition system in the example can
produce only one sequence. In this sequence, P holds on the first (initial) state,
but not on any later state. Thus, (0,1) E « > y is satisfied, but (¢,2) Fx >y
is not.

We introduce the following shorthand: if we just write a property P without
giving a state, we refer to the first state of the sequence, i.e., P is a shorthand
for (o,1) = P. If the state machine can produce more than one sequence, the
claim is about the first state of all the sequences, i.e., about all the initial states.

In the remainder of this section, we will go over the main temporal operators
of LTL, looking into their semantics and examples of how they are used.

The Box Operator. If we want to assert a safety property about a system, we
can use the notation above in combination with a universal quantifier to specify
that P holds in all the states of a sequence:

VieN: (0,5) = P

LTL offers a convenient shorthand for this type of property: the box operator.

It is applied as follows:
(0,i) EOP

The expression above asserts that P holds in all subsequent positions of a trace,
starting in the ‘" state, or formally:

¥jEN|j>i: (0.4) F P

The box operator can be intuitively interpreted as “from now on, P holds”.
The box operator is sometimes written as “G”, which stands for “Globally”.
As a shorthand, we write OP for (0,1) = OP (i.e., OP means that P is an
invariant).

Example: Concurrent access to shared resources in multi-threaded programs
can sometimes lead to erroneous program behavior. In order to avoid that, a
common mechanism is to implement a critical section that will allow only one
thread to access the shared resource at a time. Let us assume a program with
two threads t; and t5. Propositions cs;; and cs;o indicate that threads 1 and
t2 are in the critical section, respectively. If we want to assert that the critical
section is never accessed concurrently by more than one thread in this system,
we can write the following invariant in LTL:

O—(csi1 A csea)

According to the semantics that defined for the box operator, this invariant can
be interpreted as:
Vi € N|(0,1) = —(csu A csez2)
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The Diamond Operator. If we want to specify a liveness property to assert
whether some desirable condition P will eventually hold in our system, we can
state the following:

JjeN: (0,5) P

Again, LTL offers a shorthand for this kind of property: (o,i) = QP denotes
that there is a state in the sequence at or after the i*" position that satisfies P,
or formally:

JeENj>i: (0,§) P

This is called diamond operator, and can be informally interpreted as “eventually,
P holds”. The diamond operator is sometimes written as “F”, which stands for
“Finally”.

Consider for instance the sequence o = (A, A, B, B, ...). For this sequence,
(0,1) = OB is true, but (o, 3) = OA is not.

Ezxample: Suppose we want to claim that a program terminates. Let us denote
a terminating state using the proposition terminates. We could say that the
program eventually terminates by claiming that there exists some position j in
the sequence in which terminates holds:

3j € N: (0,7) = terminates or equivalently, Oterminates

Probabilistic Computation Tree Logic with Rewards (PRCTL)

Probabilistic Computation Tree Logic or PCTL [19] is employed in probabilistic
model checking to quantify properties related to probabilities, as well as reward
and costs in system specifications described using probabilistic state machines
like discrete-time Markov chains (DTMC), Markov decision processes (MDP),
or probabilistic timed automata (PTA).

In this document, we build on a version of PCTL extended with a reward
quantifier targeted at checking properties over DTMCs extended with reward
structures (PRCTL) [20]. Furthermore, we abstract away from probabilities and
focus on the deterministic version of discrete transition systems, considering only
the reward quantifier of PRCTL.

In the syntax definition below, ® and ¢ are respectively, formulas interpreted
over states and paths of a DTMC extended with rewards (D, p). Properties in
PCTL are specified exclusively as state formulas. Path formulas have only an
auxiliary role on probability and reward quantifiers P and R:

O =true|a|-D | PAD|Poplo] | R, 0] ¢:=02 |2 U,

~rb

where a is an atomic proposition, ~€ {<,<,>, >} pb € [0,1],7b € RJ, and
r € p.

Intuitively, P.pp[¢] is satisfied in a state s of D if the probability of choosing
a path starting in s that satisfies ¢ (denoted as Prs(¢) ) is within the range
determined by ~ pb, where pb is a probability bound.

Quantification of properties based on R.,,, works analogously, but consid-
ering rewards, instead of probabilities. Concretely, an extended version of the
reward operator RL,[( ¢] enables the quantification of the accrued reward r
along paths that lead to states satisfying ¢.

5See [21] for details. In the following, we write Prs(¢) as Pr(¢) for simplicity.
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The intuitive meaning of path operators () and U is analogous to the ones
in other standard temporal logics like LTL. Additional boolean and temporal
operators are derived in the standard way (e.g., 0@ = true U &, O® = -O—P).

2.3 Case Study

We illustrate our formalization of properties on the Rice University Bidding
System (RUBIS) [17], an open-source application that implements the function-
ality of an auctions website. Figure 2.4 depicts the architecture of RUBiS, which
consists of a web server tier that receives requests from clients using browsers,
and a database tier that acts as a data provider for the web tier. Our setup of
RUBIS also includes a load balancer to support multiple servers in the web tier,
which distributes requests among them following a round-robin policy. When
a web server receives a page request from the load balancer, it accesses the
database to obtain the data required to render the dynamic content of the page.
The only relevant property of the operating environment that we consider in
our adaptation scenario is the request arrival rate prescribed by the workload
induced on the system.

Figure 2.4: RUBIS architecture.

The system includes two actuation points that can be operationalized by a
controller to make the system self-adaptive and deal with the changing loads
induced by variations in the request arrival rate:

o Server Addition/Remouval. Server addition has an associated latency, whereas
the latency for server removal is assumed to be negligible.

e Dimmer. The version of RUBIS used for our comparison follows the
brownout paradigm [22], in which the response to a request includes manda-
tory content (e.g., the details of a product), and optional content such as
recommendations of related products. A dimmer parameter (taking val-
ues in the interval [0, 1]) can be set to control the proportion of responses
that include optional content.

The goals of the target system are summarized in two functional and three
non-functional requirements (Table 2.2). There is a strict preference order
among the non-functional requirements that deal with optimization, so trade-
offs among different dimensions to be optimized are not possible (i.e., no solution
should compromise maximization of the percentage of requests with optional
content to reduce cost). The imposition of a preference order is aimed at better
capturing real scenarios and is not a limitation imposed by any of the compared
approaches, which are also able to capture non-strict preference orders among
requirements.
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Functional Requirements
R1 The target system shall respond to every request for serving its content.
R2 The target system shall serve optional content to the connected clients.

Non-Functional Requirements

NFR1 The target system shall demonstrate high performance. The average
response time r should not exceed T'.

NFR2 The target system shall provide high availability of the optional content.
Subject to NFR1, the percentage of requests with optional content (i.e.,
the dimmer value d) should be maximized.

NFR3 The target operating system shall operate under low cost. Subject to
NFR1 and NFR2, the cost (i.e., the number of servers s) should be

minimized.

Table 2.2: Requirements for RUBIS.

2.4 Overview of Properties in Control and Self-
Adaptive Systems

In this section we introduce a formalization of some key properties in control
systems, and explore their potential use on self-adaptive systems. We start this
exercise by identifying key properties in control (Table 2.3) that include:

e Static properties, which capture aspects about the steady-state (or the
lack thereof) towards which the system evolves in the absence of external
stimuli (e.g., stability, steady-state error).

e Dynamic properties that capture the transient aspects of system evo-
lution before reaching the steady-state (e.g., oscillations, overshoot).

Control Self-Adaptive
Static Dynamic
Stability Settling Time Performance
Asymptotic Stability Oscillations Cost
Steady state error Overshoot Reliability
Integrated Squared Error Availability
Security
Resilience

Table 2.3: Key properties in control and self-adaptive systems.

On the self-adaptive systems side, we can consider the quantitative attributes
of the different non-functional concerns over time (e.g., response time for per-
formance) as analogous to the outputs y(¢) in a continuous-time control system.
However, it is worth considering that discretization of time will require averag-
ing the measurement of values per time period, rather than considering their
instantaneous value over the continuous timeline (e.g., average response time
per T-period).

We can employ the formalization of control properties with respect to self-
adaptive system concerns to assess sophisticated properties about the system’s
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run-time behavior (e.g., stability of system with respect to performance-response
time).

2.5 Control Properties

Control systems are usually concerned about four main objectives [14]:

e Setpoint Tracking. The setpoint is a translation of the goals to be achieved.
For example, the system can be considered responsive when its user-
perceived latency is below a given time threshold. In general, a self-
adaptive system should be able to achieve the specified setpoint whenever
it is reachable. Whenever the setpoint is not reachable, the controller
should make sure that the measured value y(t) is as close as possible to
the desired value y°.

e Transient behavior. Control theory is not only concerned about the fact
that the setpoint is reached, but also about how this happens. The be-
havior of the system when an abrupt change happens is usually called the
transient of the response. For example, it is possible to enforce that the
response of the system does not oscillate around the setpoint y°, but is
always below (or above) it.

e Robustness to inaccurate or delayed measurements. Oftentimes, in a real
system, obtaining accurate and punctual measurements is very costly, for
example because the system is split in several parts and information has
to be aggregated to provide a reliable measurement of the system status.
The ability of a controlled system (in control terms a closed-loop system
composed by a plant and its controller) to cope with non-accurate mea-
surements or with data that is delayed in time is called robustness. The
controller should behave correctly even when transient errors or delayed
data is provided to it.

e Disturbance rejection. In control terms a disturbance is everything that
affect the closed-loop system other than the action of the controller. Dis-
turbances should be rejected by the control system, in the sense that the
control variable should be correctly chosen to avoid any effect of this ex-
ternal interference on the goal.

These high level objectives have can be mapped into the “by design” satisfaction
of the following properties:

e Stability. A system is asymptotically stable when it tends to reach an
equilibrium point, regardless of the initial conditions. This means that
the system output converges to a specific value as time tends to infinity.
This equilibrium point should ideally be the specified setpoint value.

e Absence of overshooting. An overshoot occurs when the system exceeds
the setpoint before convergence. Controllers can be designed to avoid over-
shooting whenever necessary. This could also avoid unnecessary costs (for
example when the control variable is a certain number of virtual machines
to be fired up for a specific software application).

31



e Guaranteed settling time. Settling time refers to the time required for the
system to reach the stable equilibrium. The settling time can be guaran-
teed to be lower than a specific value when the controller is designed.

e Robustness. A robust control system converges to the setpoint despite
the underlying model being imprecise. This is very important whenever
disturbances have to be rejected and the system has to make decisions
with inaccurate measurements.

A self-adaptive system designed with the aid of control theory should provide
formal quantitative guarantees on its convergence, on the time to obtain the
goal, and on its robustness in the face of errors and noise.

To enable the analyzability of of these properties in software-intensive adap-
tive systems, making use formal verification techniques that are typically em-
ployed for software systems (e.g., model checking), we formally characterize
some of them in the remainder of this section in terms of temporal logic lan-
guages, based on their mathematical definition.

2.5.1 Stability

The concept of stability in control theory is a bit different with respect to the
concept of stability that is used in self-adaptive software and similar contexts.
A control system is stable even if the error e(t) is not converging to zero, but it
is bounded:

stby = Ve > 03(¢) | ||ly(0) —y°|| < d(e) = |ly(t) — y°|| < €,Vt >0 (2.1)

In addition to the bounding of the error e(t) required for stability (captured
in the expression above as the norm of the difference between the output and
the setpoint ||y(t) —y°||), asymptotic stability is a stronger notion of stability
that introduces an additional constraint related to the convergence of the error
to zero:

astby = stby A ||ly(t) — y°|| = 0, for t — oo (2.2)

Figure 2.5 shows the response of a system that eventually stabilizes within
an error band (gray box) of width 2e.

Characterization in Temporal Logic. Characterizing stability in temporal
logic requires casting into a temporal formula the constraints imposed by the
definition stability in the continuous case given in Expression 2.1. Such char-
acterization can be given on a quantized version of the variables and constants
required to define the notion of stability captured in the continuous case:

[stby] = [lyg — ygll < 0g = O(llyg — ygll < €4) (2.3)

In Expression 2.3, the subscript ¢ indicates that the constant or variable on
which it appears is the quantized version of its continuous counterpart (i.e.,
yq(t) = quant(y(t)), c.f. Section 2.2.3). Moreover, the absence of explicit time
indexes is consistent with the implicit notion of time introduced by the tempo-
ral operators. For instance, when y, is not within the scope of any temporal
operator (like in the antecedent of the implication given in the formula), the
expression refers to the value of the variable in the first state of the trace (i.e.,
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Figure 2.5: Example of system output stabilization.

Yq = Yq(0)). However, if the same term is within the scope of a temporal opera-
tor as it happens with the [J on the right hand side of the expression, then the
same y, is referring to the value of y,(¢) in all the states of the discrete timeline
(i.e., yq(t) when t =0,t =1, = 27,...).

For asymptotic stability, we encode the definition of stability we employ in
Expression 2.3, but we add an extra term to the consequent of the implication
stating that the system will eventually reach a state from which the error will
be bound by the minimum value that we can represent in the quantized version
of the variable (i.e., its discretization parameter denoted by 1,):

lastby] = |lyq — vall < ¢ = (Ollyg — y5ll < €g) AOD(llyq —ygll <my)) (2.4)

This characterization is weaker than the actual notion of stability, and can be
considered analogous to a more stringent version of non-asymptotic stability in
which the error is bound by the finest granularity that can be distinguished in
the discrete model.

2.5.2 Settling Time

Dynamic performance captures how the system is reaching the goal, so it ac-

counts for the transient towards a steady-state. The dynamic performance can

be associated with different key indicators, one of which is settling time t,,

which is the time needed by the system to reach a new steady-state equilibrium.
For an arbitrary ¢ € RT, the e-settling time is defined by:

ts.c = inf{d s.t. |y(t) — y°| < ¢, Vt € [§, 0]} (2.5)

In Expression 2.5, the settling time is captured as the infimum of the set of
time values in the continuous timeline for which the error is bounded by € in the
following. Note that the infimum is the greatest lowest bound that always exists,
meaning that it takes the value oo if the stability condition is never satisfied.
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Characterization in Temporal Logic. In contrast with stability, which is
a boolean property that is either satisfied by the system or not (c.f. Expres-
sions 2.3 and 2.4), settling time is a quantitative property and therefore we
characterize it as a temporal logic expression that employs a reward quantifier.
Since in this case the reward captures time, we assume the existence of a transi-
tion reward function [time] = (true, 7) that accrues the time quantum employed
for time in the discrete model whenever a transition in the discrete timeline is
taken: _

to.dd = REPI[00 gy — y2ll < ¢,] (2.6)

Expression 2.6 characterizes the settling time as the time reward accrued until
the system reaches a state from which the error is bounded by €¢;,. There are
two aspects of this characterization that are important to highlight. First,
the reachability formula accrues reward until it reaches a state that satisfies the
reachability predicate, but the reward in the latter state is not included. Second,
when the reachability predicate is not satisfied, the semantics of the reward
quantifier in PRCTL assign an infinite reward as the value that is obtained
when the expression is quantified. These two aspects make this characterization
consistent with the definition given in Expression 2.5, which characterizes the
settling time as the time instant immediately prior to the one in which the error
is already bound by €, and becomes infinite if the error is not always bound by
€, starting at some arbitrary point in the timeline.

2.5.3 Performance

A performance index is a quantitative measure of the performance of a system.
It is chosen so that emphasis is given to the important system specifications. A
system is considered an optimum control system, when the system parameters
are adjusted so that the index reaches an extremum value, commonly a minimum
value.

There are several performance indices, and they are always based on the
behavior of the error e(t). We consider here the Integral of the Square of the
Error (ISE) as a representative performance index to characterize using temporal
logic.

ISE = / ! e2(t)dt (2.7)
0

ISE integrates the square of the error over time (see Figure 2.6). ISE will
penalize large errors more than smaller ones (since the square of a large error
will be much bigger). Control systems specified to minimize ISE will tend to
eliminate large errors quickly, but will tolerate small errors persisting for a long
period of time. Often this leads to fast responses, but with considerable, low
amplitude, oscillation.

Characterization in Temporal Logic. Similar to settling time, ISE is a
quantitative property and therefore we characterize it as a temporal logic ex-
pression employing a reward quantifier. Since in this case the reward has to
capture accrued error over time, we assume the existence of a transition reward
function [error] = (true, (|ly, — y9||)?) that accrues the square of the instanta-
neous error whenever a transition in the discrete timeline is taken.
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Figure 2.6: Ilustration of integral squared error.

Then, we can write an expression that accrues the error reward over the
discrete timeline before stability is achieved:

[ISE] = R [00ly, — y2ll < €] (2.8)

2.6 Self-Adaptive System Properties

The non-functional run-time behavior of self-adaptive systems can be captured
by an external observer as a set of quantitative indicators that represent at-
tributes of different concerns such as performance, cost, or availability. In this
section, we characterize performance as an example of non-functional concern
in a self-adaptive system, employing an adapted version of the integral squared
error (ISE, Section 2.5.3) as a property to indicate how well the system adapts
after a disturbance and achieves stability again.

We assume that RUBIS is working on steady state, but suddenly receives a
spike on the request arrival rate that causes the average response time r to go
above the threshold T (Figure 2.7). After violating the threshold, the system
adds a server to drive down the response time below 7. Before the system
stabilizes, the response time may experience some oscillations that make r go
above and below T several times. For simplicity, we assume that the setpoint
y° =T, although this is not necessarily true in the general case.

To obtain an indication of how well the system is adapting, we can employ
an adapted version of the integral squared error (ISE) property described in
Section 2.5.3.

In this case, we are only interested in accruing a penalty whenever the output
of the system is above the threshold 7', therefore we adapt the reward structure
for the error, constraining it to accrue reward only whenever r > T

[penalty] = (r > T, (r — T)?%) (2.9)

Then, we can employ an expression analogous to Expression 2.8 to quantify the
accrued penalty while the system adapts:
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Figure 2.7: Example of RUBIS performance response with accrued positive
squared error.

RO 60)r — T < ¢g] = RE™™[0 1 = [t,,.]] (2.10)

We can observe that the accrued error corresponds to the colored areas
enclosed by T and r(¢) in the Figure 2.7. Since negative error (i.e., when r < T')
does not constitute a violation of the response time threshold, we do not accrue
it, in contrast with the more general property described in Section 2.5.3.

2.7 Roadmap and Future Work

In this document, we have identified key properties in control that can consti-
tute a valuable resource to quantify relevant aspects of non-functional run-time
behavior in self-adaptive systems. Furthermore, we have discussed the kind of
abstractions that can help us bridge the gap between the world of continuous
system dynamics in which control properties are typically characterized, and
the world of discrete state spaces on which self-adaptive system attributes are
measured. Basing on these abstractions, we have presented a possible char-
acterization of a core set of key control properties captured in temporal logic
languages that can be employed as input for off-the-shelf run-time verification
tools and model checkers. Finally, we discussed an example of how the charac-
terization of control properties that we have given can be adapted to capture
properties of concerns in the context of self-adaptive systems.

The material in this document covers an exploratory effort that tackles two
of the broad initial goals set to bridge the gap between control and self-adaptive
system properties (identification and characterization).

However, our long term goal is understanding if control theory can be used
as a formal foundation for self-adaptation, and if so, under what conditions it
can be applied. To move towards that goal, further work is needed in terms of
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identifying correspondences and complementarities between properties in con-
trol and self-adaptive systems.

Apart from mapping such correspondences and complementarities, our next
steps will involve identifying use cases for properties both on the control and
self-adaptation sides, as well as exploring them on an end-to-end application in
a real system.

Other related items for further discussion that dovetail with some of the
questions discussed in this document include:

e Real-time guarantees in self-adaptive systems. Is it possible to adapt
parts of the theories and mechanisms employed in control to provide real-
time guarantees in self-adaptive systems operating under different types
of uncertainty?

e Formal assessment. Can we employ the characterization of control prop-
erties to formally assess the correctness of implementation of controllers?
What kind of guarantees can we provide about controllers employing for-
mal verification tools?

e Reconciling multi-step adaptation and control properties. Some control
properties like stability only make sense when inputs to the system are
fixed. However, self-adaptive systems are typically subject to changing
conditions during which the system needs to perform multiple changes
on the controlled system that may include driving it to a quiescent state
before further changes can be applied, and ultimately, the system can
be stabilized. For an effective use of control theory in self-adaptation, it
is important to understand how some properties in control map to self-
adaptive systems that involve complex multi-step adaptations.

e Transparency. Understanding the rationale for system adaptation. An im-
portant emerging quality of autonomous systems (including self-adaptive
systems) is the ability to know what the system is doing and why. Rather
than functioning as a black box it is critical for such as system to be able
to “explain” its actions. Thankfully, when using formal models (either
from control theory or from adaptive systems) the system should be able
to translate its calculations of control actions into terms that an operator
of the system would understand. Finding systematic ways to explain the
kinds of models, properties and actions considered in this report require
additional research.

e Evolvability/Openness. In the context of software-intensive adaptive sys-
tems, change is the rule not the exception. Changes can include require-
ments for the system, preferences on system qualities, possible control ac-
tions that might be taken, and new operating conditions. In many cases
such changes cannot be forseen at system design time. Hence it is impor-
tant for adaptive systems to be easily evolved. This raises the question of
how best to architect adaptive systems to enable ease of change. A crit-
ical component of that is keeping a system open to further modification,
although the nature of that openness is an important research question.
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